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Self-introduction

> Research interest: skill, task, inequality, technological change, job search/match
> Currently working on empirical labor studies using job ads data and historical data

BTH)
I / 2RV / ARRME / webBith / £
Rnn | | ma Basic Job Info

| FHEMRES

Post Info |

TEREAIEE

TRTRE: Job Benefits
Ak, BETE SRSE S AEM SFNE RTER BAzE ANSET

IRNHER:

Job Description and Regirement

A

ok, i
SRR E

BEIAIF: Objective-C. Swift. C. Cis.

S

BT

11 - L - R R R A AOR2 1638 LS 15

Work Address =iz |

A Chinese job ads in 2018

CIHD

I YL L 3
ﬁ%%%%%%%n{ﬁmi\?ﬁt i =
Ol A N R T - N H
L Hom BRASHALA Ok A
EO V) B kM E R R [E] EIN
i % # Tama WA A .
B R 34 YE(\% \Ip;; E
# i ) iy
& 8 2
&

"

]

o

#

o & %
prazEsmgeeTegg o |
font 8 ok oy i i
% ik & F # i om R # R
& % o B + A 1 S
Ao g .09 # 5
B omoB R O& RN REO E
i = o~
T SAEACHSH IS SR ISR +
ey pua g8 sBfLg 8
£ Ho& o f
I e 5
% 33 1
2 t' #

A il i
fui:
#e
2
+F
i
-3
]

A Japanese accounting in 1910

%
5
B
5
H
m
D
i
%
o
£
i

&
H
H

A
2
®
&

2/63



How | Started

> Began to do empirical research during my PhD
o New question? New theory? New data?

v

In China and Japan, the labor data is ... not that good

v

| bumped into a seminar talk in which job ads data is used
o "Oh | know python | can also do web scraping”

v

| went through some materials to learn the most basic ML and NLP tools

o Including Econ review papers, CS lecture notes (see my github repo: Guide2EconRA), blogs,
Stack Exchange, sklearn documents, ...

o Somehow often akin to econ models: optimization (cost function), tradeoff
(regularization), discrete choice (softmax), MLE (cross-entropy), ...

v

| found something interesting in the data and wrote two working papers (2022-2023)
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https://github.com/Alalalalaki/Guide2EconRA

How about Today?

It's less difficult to catch up (e.g. RNN, transformer, ...) than | thought!

o The basic framework is often no more difficult than graduate economics models ("lego")
o The advance/difficulty of the field is very "engineering," but that’s largely not our job

v

v

Learning is not much different
o Except now you can ask a transformer decoder "what is a transformer decoder"

v

The shocking facts to me after catching up: "That’s It?"

o GPT-3 is "almost" no different from BERT
o BERT is just a bunch of simple matrix calculations w/o any magics at all

v

Do we really need to know these things?

o Not that much as recent LLMs often provide the go-to embeddings or classifiers
o Yes, if you want to justify your choices well or build story based on the mechanisms
o Often, the simple approach just performs very well and more interpretable
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Better Representation ("Embedding") of Texts

word2vec
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Figure 1-1. A peek into the history of Language Al

(Source: Hands-On Large Language Models)

> Consistent line: better&efficiently represent the meaning of input texts ("encoder")
and, via which, better&efficiently simulate text generation ("decoder")
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https://www.oreilly.com/library/view/hands-on-large-language/9781098150952/ch01.html

It’s All About "Dimension Reduction" 1
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It’s All About "Dimension Reduction" 2

> What'’s the "dimension" of an economics study?
o What do you remember about the last paper/presentation read/listened?

> Economics: low dimensional (quantitative) "story telling"
o Care about clean causality but not prediction precisions

o E.g. adeep learning algorithm that can perfectly predict wage (though very unlikely to
exist) does not lead to an economics paper

> Embeddings are still too-high-dimensional; Need to reduce it to tell the specific
economics story

o Use domain knowledge and NLP tools
o That's why often even simple approaches can work
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Use Text-as-Data to Tell Low-dimensional Economics Story

text-generated variable

Y =X + C

text as controls

v

Y and X can be certain indicator, similarity, or other measures of known interests

v

Unexpected stylized facts and X can be explored by examining the embeddings

v

C can be any flexible functions with a large set of textual covariates

v

Sometimes it can be simply a descriptive story of Y or X
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Outline

A Quick Overview of NLP



Natural Language Processing (NLP)

> Natural language is a mapping: [high-dimensional, continuous spatio-temporal reality
«—— a lower-dimensional, discrete symbolic system]
o A word: a signifier that maps to a signified (idea, concept, entity, instance)
o A sequence of words: a set of signifiers that maps to a context
o Enable complex communication and human intelligence!

> NLP is to design algorithms to allow computers to "understand" natural language in
order to perform tasks

o l.e. how to represent word/words in a form that computer can efficiently process
o The problem is that word meaning is endlessly complex

o A key idea: distributional hypothesis: meaning of a word can be derived from the
distribution of its contexts
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https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Distributional_semantics

One-hot Vector

> A corpus C = {D1,D,,...,Dp} is a collection of M documents (articles, sentences, ...)

v

A document D,, = {wy,w>, ..., w,} is a sequence of tokens (words, subwords, ...)

v

All unique tokens in the corpus form a vocabulary set V with size |V|

Each word w € V can then be represented as an RIVIX! one-hot vector:

v

1 0 0 0
0 1 0 0
wardvark — | 0 Jw" = 0 Jwrer = 1 LW = 0
0 0 0 1

Problems:

o very high-dimensional and sparse vectors (|V| ranges from 0.1 to 10 million)
o completely independent and no semantic correlations ([w®*" ] w4/¢ = 0)

v
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https://platform.openai.com/tokenizer
https://en.wikipedia.org/wiki/One-hot

Bag-of-words and Occurrence Matrix

> A document D,, can thus be written as a matrix X,, = {w1,...,w,,} € RIV¥m

o Hereafter, we abuse the notation to denote w; as both a token in a sequence and its
one-hot vector (in practice often use x; for inputs)

> Bag-of-words: represent D,, as a vector x,,, € RIVIxt by summing up X,, across rows

o each entry is the count of a word in V in the document
o again high-dimensional and sparse

> Stack all documents to form a word-document matrix: X € RIVI*XM

o contains co-occurrence info of words (similar words occur in similar contexts)
o one can normalize and weight the entries using tf-idf
o XT can be used for document-level classification or regression (each word as a feature)
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https://en.wikipedia.org/wiki/Bag-of-words_model
https://en.wikipedia.org/wiki/Tf-idf

Co-occurrence Matrix and LSA

> Alternatively, store co-occurrences of words in an affinity matrix: X € RIVIVI
o for each word, count the number of times another word appears within a window of
certain size across all documents
o loop across all word pairs to form the affinity matrix
o window size affects what info to encode (syntactic, semantic, topic)

> Latent semantic analysis (LSA): perform SVD on either X (X = UXV), and take the
submatrix of Uy, )y 1.« to be the word embedding matrix

koo
o the cut-off index k is based on the desired percentage variance captured: Zf;ll g{

i=1 !
o simply a PCA without demeaning (to keep sparse)
> Problems:

o computational cost of SVD is O (mn?) for a m x n matrix
o optimizing for global reconstruction of the co-occurrence matrix
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https://en.wikipedia.org/wiki/Latent_semantic_analysis
https://en.wikipedia.org/wiki/Principal_component_analysis
https://cs229.stanford.edu/proj2017/final-reports/5163902.pdf

Word2vec

> Unlike SVD methods, word2vec is iteration-based method and learns co-occurrence
of words via training

o eventually encoding the probability of a word given its context
o same underlying assumption (linguistics, distributional similarity) as LSA but different
factorization and optimization

> |dea: design a statistical model whose parameters are latent word embedding vectors;
then learn the parameters by matching its predictions to the data

o a bit like an econometric model!
o but not explicitly modeling DGP so not a generative probabilistic model (like LDA)

> The architecture is a shallow, one-hidden-layer neural network

> Two algorithms (ways of modeling):
o continuous bag-of-words (CBOW): predict a center word from context words
o skip-gram: predicts context words from a center word
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https://en.wikipedia.org/wiki/Word2vec
https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation

Word2vec: CBOW

> For each sentence in the corpus, we can generate a context for each token:
¢i = {Wi—m, ..., Wi-1, Wi+1, ..., Wi+m }, Where w; is center word and m is window size

> The aim is to find two mappings U € REXIVI ("encoder") and W € RIVI*H ("deceder")

> U maps the one-hot vectors of a context into an embedding space of H dimensions:
{tticm = Uwi_, ..., uis1 = Uwi_y, tis1 = Uwis1, ..., Uism = Uljsy € RE}

> W then maps a context vector into a score vector in dimension |V|:

7 = Wulo c R|V|, Where u;) — (u,-_m+..4+u,-_21n-:u,-+1+..4ui+m) c RH

> Next, pass through z into a softmax operator to obtain the predicted conditional
probability: § = softmax(z) € RIV!, where §; = P(w;e;) = -2
Zj’=1 eXp(zj')

> Lastly, minimize a cross-entropy loss function: — Z}Z'l yilog (7;) = —log (i)
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https://en.wikipedia.org/wiki/Softmax_function
https://en.wikipedia.org/wiki/Cross-entropy

CBOW

Continuous bag of words (CBOW)

Weight Matrix

‘ontext words avg Softmax output probability

One-hot context input vectors

e W oo o Wimes J oo IR

Context Words Target Word Context Words

(source: Understanding Bag of Words Models)
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https://mlarchive.com/natural-language-processing/understanding-bag-of-words-models/

CBOW and Skip-gram (some good animations here)
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Figure 2: Continuous bag-of-word model Figure 3: The skip-gram model.
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https://medium.com/@bradneysmith/word-embeddings-with-word2vec-from-scratch-in-python-eb9326c6ab7c

Embedding Vectors

> Embedding vectors are vector representations of tokens with fine-grained semantics
and word analogies
o The local context prediction task forces the embeddings to encode info useful for
predicting local linguistic environments
o Note that word analogy (e.g. a : b :: ¢ :?) is different from word similarity

> Linear structures emerge(!) such that the geometric structure of the embedding space
allows for vector arithmetic: ukn8 — yman 4 ywoman — 4 queen

> One way to think:
o yking — yman encapsulates the "royalty added to maleness" features (as expressed by
differential context probabilities)
o yMan — ywoman encapsulates the "gender difference" features
o But unfortunately, no ensure to have any single dimension interpretable
o see more explanations and critiques
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https://techs0uls.wordpress.com/2020/03/16/word-similarity-and-analogy-with-skip-gram/
https://kawine.github.io/blog/nlp/2019/06/21/word-analogies.html
https://hackingsemantics.xyz/2019/analogies/

Embedding Vectors in Reduced Dimension: Word Analogy

Country and Capital Vectors Projected by PCA
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Figure 2: Two-dimensional PCA projection of the 1000-dimensional Skip-gram vectors of countries and their
capital cities. The figure illustrates ability of the model to automatically organize concepts and learn implicitly
the relationships between them, as during the training we did not provide any supervised information about
what a capital city means.
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Embedding Vectors in Reduced Dimension:

. . .
Document Similarity
DDC1 Group DDC2 Group
@ Philosophy and psychology Philosophy
) e History and geography ) History
g ® Language
L

e

History of ancient world (to c. 499)

Linguistics
| ¥
%
% %]
X B
4 -
{ =y
. o
‘ 2 \
5 o )
o L
PR
S < 72 e 28
Y g - S A n
- .
; &% S5 2
‘ . oy
4
¥

Figure 3. UMAP embedding of selected EThOS data coloured by assigned DDC

(Source: Clustering and Visualising Documents using Word Embeddings)
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https://programminghistorian.org/en/lessons/clustering-visualizing-word-embeddings

Softmax Classification

> Most NLP (extrinsic) tasks can be formulated as classification tasks
o classify topics or sentiment; named-entity recognition (NER); ...

> Softmax classification: probability of a word with embedding vector x being in class j:
exp(W/ )
Py =11%) = st
o W’ € R*H s the weight matrix for the classification task
o Use training data to train W’; Retraining U is risky for small training data

> Use cross-entropy loss function:
2 > exp (W} )
=), yilog(p(yj=11x)) == ) yjlog —— | =—log
. i=1 ZCC:]_ eXp (WC . x)

o k is the index of the correct class in training data

exp (Wlé : x)

(@)
- oo xlV] exp (W) CHVIH g2
> Global loss with regularization: — ;") log (Zf_l (W) +AY 07
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Neural Networks/w_\\ " ,
activation function
b, .

a] = (7(W11x1 + bl)

Figure 9: The response of a sigmoid
nonlinearity

Figure 5: This is a 4-2-1 neural network
where|neuron j on layer k [receives input

(k) ivati (k)
z; and produces activation output a e

Figure 4: This image captures how a
simple[feed-forward network|might
compute its output.

.........

. . . . Fi : The f a ReLU
A neuron is a generic computational unit; ity T
z=Wx+ba=0(z);s=U"a

(A class of non-linear models that have performed particularly well in deep learning applications like NLP)
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How Neural Networks Work

Let’s see some examples!
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https://playground.tensorflow.org/

Why Neural Networks Work

P Pl o) 4518/30457

Jesus Fernandez-Villaverde (University of Pennsylvania) Machine Learning for Macrofinance

MFS Macro Finance Society F 2L B p) op 2 #E5 [ &%
F F v Y RIVBREL 1880A e b > -
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Language Models

How machines do translation or autocomplete?

v

v

A language model is a model that assigns a probability to a sequence of tokens;
p (w11w2/ e /wm)
o uni-gram model: P (w1, ws, -+ ,wy) = [1i%, P (w;) (independent word occurrences)
o bi-gram model: P (wy, ws, - -+, wy) = [1iL, P (w; | wi-1) (one-step Markov chain)
o n-gram model: P (w1, wq, -+ ,wy) = Hfjﬁ P(w; | wi—y,..., wi-1)

v

Simplest way to compute the probabilities: frequency

o p(ws | wy) = L) (bhi-gram); p (ws | w1, wp) = LD (tri-gram)

o two main issues: sparsity & storage

v

We can also incorporate NNs into a word2vec-like window-based architecture
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Window-based Neural Language Model

7 = softmax (W(Q) tanh (W(l)x + h(l)) + WOy 4 b(3))

i-th output = P{w, = i conrext)

books

7 Zwtmax (U f (We + by) + ba)

B a 200
U
(e00000000000)|
w

(e000 0000 o000 0000

index for W, 1

index for wy_y

T T T

index: for wr_y the students  opened their
21 22 x3) 2@

Figure 1: The first deep neural network

architecture model for NLP presented

by Bengio et al.

Figure 2: A simplified representation of

. . Figure 1,
(But how wide would the window (context) be enough?)
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Recurrent Neural Networks (RNN)

#' = P(2'™|the students opened their)
books

ht =0 (W(hh)ht71 + W(’“‘)x[t]); yAt = softmax (W(S)ht) AEIJ_.lj]:[[Ijij

(Note that same W) and W) ysed across all layers)

f —
a 00

(e0ee] [ecee] (eeee) @ the  students opened their
2 22 @ 2

Figure 3: A Recurrent Neural Network Figure 4: The inputs and outputs to a
(RNN). Three time-steps are shown. neuron of a RNN Figure 5: An RNN Language Model

(Inputs can be any length without worrying about the curse of dimensionality!)
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Drawbacks of RNN

1. Computation is slow: because it is sequential, it cannot be parallelized

o Modern GPUs are excellent at simple operations in parallel (e.g. AB)
o We cannot calculate hy = 0 (Wh; + Ux,) before calculating h;

2. In practice, it is difficult to "recall" information from many steps back due to problems
such as vanishing gradients
o RNNs propagate weight matrices from one timestep to the next
o During the back-propagation phase, the contribution of gradient values gradually
vanishes as they propagate to earlier timesteps
o Use ReLU instead of the sigmoid function can help

both issues had to do with the the depenence on the sequence index ("time")!
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Gated Recurrent Units

Reset: Include ) in new memory?

R(t-D)

it —

— U(T)

W

X

0

=0 (W(")xf + U(")ht,l) (Reset gate)

z1=0 (W(Z)Xf + U(Z)hf_l) (Update gate)

Update: How much AV in next state?

()

Bt

—_—

U

—

W

@

U f— pt-1) :
o
ot) W — 2V
) 4
not
O

New memory: Compute new memory based on
current word input 2*) and potentially h(t-1)

Jiy = tanh (rf o Uhs—1 + Wx;)  (New memory)

At)
hy=(1—zt)ohy +z40hi_y (Hidden state)

Figure 12: The detailed internals of a
GRU
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Transformer
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(shifted right)

Figure 1: The Transformer - model architecture.
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[Tlransformer: |BER[T] |GP[T]
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Self-Attention Mechanism: Key-Query-Value

h, = z a; v

(weighted average)

Self-Attention
scalar
vector
q;=Qx; (query)
(weights)
a

T - q;"k; -> softmax

Vin =YX, ki, =Kx.,
(value) (key)

"Attention Is All You Need!"
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Multi-head Self-Attention

With a single head of self-attention, one similarity measure qiTkj
needs to balance different syntactic, semantic, and context dimensions

reshape(x,.,Q)

| | i
|
softmax| 7 %.Q = a n softmax| n rebae@) ] = ;|1
I |
n—

(*1K)” | |

—d— o P

Split a single self-attention head into multiple heads,
each with different key, query, and value matrices, and then combines the outputs
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Another Great Visualization
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https://www.youtube.com/watch?v=0VLAoVGf_74

Another Great Visualization

[m g 110 NN ) R 1| O NN FRNS 177 > ]

Wo

Stacked Attention Head Outputs Layer Out

768 x 768

Output Weight Matrix



https://www.youtube.com/watch?v=0VLAoVGf_74

Other "Lego" Parts

> Position representations:
o In self-attention operation, no built-in notion of order (unlike RNN w/ native input order)
o Simple solution: %; = P; + x;, where P € RN*{ is 3 position embedding matrix

> Feed-forward NNs:
o If we simply stack self-attention layers, there is no elementwise nonlinearities
o After a layer of self-attention, apply FFN independently to each word representation:
hrr = Wo ReLU (W hseif-attention + b1) + ba (often, W, € RSdXd: Wy € RdX5d)

> Layer norm:
o motivation: reduce uninformative variation in the activations at a layer to pass over

o computes statistics: [I; = %Z}izl hj, 6; = \/% 27:1 (hyj — yi)Q forie{1,...,n}
o compute the layer norm: LN (h;) = h‘u_;”‘

> Add (residual connections):
o fresidual (h1:) = f (h1.,) + hy.p, (€asy to learn from the identity function)
o In pI’aCtiCGI hpre_norm = f(LN(h)) + h or hpre-norm = f(LN(h)) + h
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Encoder vs. Decoder

> Decoder: predict a word given all words so far: w; ~ softmax (f (w1.t-1))
o No sense to look at the future when predicting it (built-in feature of RNNs)
. . . aij j<i
o Future masking for representing token i: @;j masked = .
’ 0 otherwise
> Encoder: learn the embedding of a single sequence w.,

o No future masking so it is bi-directional

o Instead randomly mask 15% tokens (replace 80% of their occurrence with [Mask]) and do
self-supervised training ("masked language modeling")

o Also insert a [CLS] token before each input sequence (a summary!) and a [SEP] token
between each two segments

> Both are window-based methods, hence have maximum input sequence length
o If fewer than the maximum, padding with [PAD] tokens
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Visualization of BERT Input and Bidirectional Attention
E?T:fgddings
-+

Segment
Embeddings

+
Position
Embeddings

Figure 2: BERT input representation. The input embeddings are the sum of the token embeddings, the segmenta-
tion embeddings and the position embeddings.

BERT (Ours) OpenAl GPT

Figure 3: Differences in pre-training model architectures. BERT uses a bidirectional Transformer. OpenAl GPT
uses a left-to-right Transformer. ELMo uses the concatenation of independently trained left-to-right and right-to-
left LSTMs to generate features for downstream tasks. Among the three, only BERT representations are jointly
conditioned on both left and right context in all layers. In addition to the architecture differences, BERT and
OpenAl GPT are fine-tuning approaches, while ELMo is a feature-based approach.
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https://arxiv.org/pdf/1810.04805

In Practice: Encoder

Panel A. Document classification Panel B. Classifying relationships between texts

Gl G
label label

L L
s 1 s | @ EE
BERT BERT T T
El E El @ Sentence A Sentence B
Cross-encoder
TN LILE

il Contrastive Learning
Single sentence Sentence A Sentence B
Cosine similarity

Panel C. Named entity recognition Panel D. Text span classification /l \
e . O
T 7 T T T
= e - | (s EE
(=]

T
- | Pooling

fa]

8

5
R

BERT

| BERT | | BERT |

[Foe] (=] [=]

TN LI

Bi-encoder

Single sentence Question Paragraph
Figure 3. Tasks Performed with a Transformer Encoder Language Model Figure 6. Architectures to Compare Texts

: Dell, M. (2025). D L ing f ists. JEL
(Source: De ( ). Deep Learning for economists ) 38/63


https://pubs.aeaweb.org/doi/pdfplus/10.1257/jel.20241733

In Practice: Classification

Close to
web texts

Far from
web texts

Class

definition

Fine-grained

e.g. BERTopic

A

Y

Use
embeddings

Y

Train a
classifier

Figure 1. Flowchart for Approaching Classification

Straightforward

Try GenAl

many techniques in practice!

(Source: Dell, M. (2025). Deep Learning for economists. JEL)
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https://pubs.aeaweb.org/doi/pdfplus/10.1257/jel.20241733

In Practice: Topic Modeling
BERTopic

Although BERT is typically

Embed e used for embedding
Documents é documents, any embedding

technique can be used.

Cluster Topics

UMAP || HDBSAN into semantically

Reduce dimenionality of Cluster reduced P
embeddings embeddings similar clusters

Create topic

representations c-TF-IDF N MMR

Generate candidates by Maximize candidate
from clusters extracting class-specific relevance

words

J

(Source: NLP Tutorial: Topic Modeling in Python with BerTopic)
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https://miro.medium.com/v2/resize:fit:1400/format:webp/0*CMkR9LeJvOVJ0XGG

In Practice: Topic Modeling

(optional) N NN NN N - .

el GPT /75 [l KeyBERT XX

"N NN B NN N | - -
Weightin c-TF-IDF + c-TF-IDF + N N N |
PG TRIDE avzs [ Normalization I
c-TF-IDF TF-IDF
+ BM25
Tokenizer [ N N J

Clustering HDBSCAN [ N N J

TruncatedSVD

SpaCy

" N N N B N NN | N N N
[ X N B TruncatedSVD

TF-IDF

Dimensionality
Reduction

[ o N N | | N N N | B N N |
Embeddings SBERT [ X N ] @Transformers

(Source: BERTopic: The Algorithm)
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Deming and Kahn (2018): Extract Skill Demand From Job Ads

> Empirical question: do variations of firms’ skill demand (conditional on occupation)
affect pay?

> Data: US job ads (2010-2015) provided by Burning Glass Technologies

> Method: keyword dictionary based on domain knowledge; job-level indicator
(definitely can do better today but the definition itself can be sometimes tricky)

Table 1
Description of Job Skills
ob Skills Keywords and Phrases .
! — - ikl b B — because they are important
Cogmtlve Problem sIOIang, research, analytical, cr{tlcal thlnk-m-g, math, statistics predictors of productivity and wages
Social Communication, teamwork, collaboration, negotiation, presentation X K K .
Character Organized, detail oriented, multitasking, time management, meeting - their prominence in the literature
deadlines, energetic
Writing Writing
Customer service Customer, sales, client, patient

Project management  Project management
People management  Supervisory, leadership, management (not project), mentoring, staff

Financial Budgeting, accounting, finance, cost
Computer (general) ~ Computer, spreadsheets, common software (e.g., Microsoft Excel,
PowerPoint)

Programming language or specialized software (e.g., Java, SQL,
Software (specific) Python) 42 /63




Wage Regression on Average Skill Indicators
> Wage data from labor survey as only 13% job abs has wage posted

> OLS: log(Wage),m = a + Skill ,,, 8" + Controls + €,,, (MSA-occupation level)

> Results:
Table 3

Average Wages and Skill Requirements

Dependent Variable: Log(Mean Wages) in MSA-Occupation Cells

[¢9) @ (€] Q) ®) (6)
Cognitive JL3ERE S — 4130 D45FER (@1 FE 0792%FF  0465%F*
(00908)  (0166) (.00784) (.0139)  (.00873)  (.0122)
Social A429%*F  —0919%F*  301%**  236***  0517%** 0202
(0155)  (0206) (.0121) (.0167) (.00966)  (.0127)
Both required 1.319%%* 157%#% L0760%**
(.0349) (.0278) (.0198)
Years of education 31 129%FF Q764%FF 07657 FF .00865%*F 00873
(:000770) (.000763) (.000844) (.000844) (.000995) (.000995)
Years of experience J160%H* 161 0848%* ,0849%F* 0318%**  .0318%**
(00120)  (.00118) (.00120) (.00120) (.00102)  (.00102)
Base controls X X
Detailed controls X X
F-statistic (cognitive
and social) 553.1 855.0 1,004 680.4 69.66 51.35
F-statistic (all 10 skills) 1,874 2,054 612.6 560.1 59.93 55.83
MSA-occupation cells 56,611 56,611 56,611 56611 56611 56,611
RZ

702

710

846

846

940

941
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Zhu (2023): Explore at the Entire Skill/Task Forest

Empirical question: What are the most important skills/tasks for wages?

v

Data: China job ads (2014-2020; self-scrapped) with posted wages

v

Method:

1. Feature selection by Lasso with BIC (110,000+ — 3100+)

2. Feature clustering by K-Means on word2vec embeddings (3100+ — 8 groups)

3. Dimension reduction by PLS (3100+ — 8 x 3 = 24)

4. Wage regression and variance decomposition w/ PLS variables or artificial occupations

v

(1 & 2 is exploratory; No priors at all on what to look!)

v

Finding: clusters based on occupational specificity; specific skills/tasks matter most
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Lasso Wage Regression
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(3100+ non-zero coefficients under BIC criterion; Confidence interval through subsampling)
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Embedding Clustering Visualization (T-SNE): Pooled Occupations
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Embedding Clustering Visualization (T-SNE): Computer Occ Only
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Label Clusters by Characterizing Occupation-specificity (TF° /TF°)
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Real vs. "Artificial" Occupations

Value Share Value Share
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Dube et al. (2020): Job Text as Controls

> Empirical question: how does variation in rewards (wage) affect duration of task
vacancies (labor supply) in Amazon MTurk?

> ldentification problem: omitted variables that affect both (e.g. task difficulty)

> Double Machine Learning estimator (a generalization of FWL, see the textbook of
Chernozhukov et al.):

(3)  In(duration) = —nln(reward) + g¢(Z) + e, E[E|Z,ln(reward)] =0,

4 In(reward) = my(Z) +p, E[p|Z] = 0.
= In(duration) — E[In(duration) | Z] = —n (ln(reward) — E[In(rewards) | Z]) te

Z includes textual covariates (n-grams, topic distributions, Doc2Vec embeddings, ...)
Use sample splitting and training/validation sets to select useful features & best
algorithms

o O o O
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Autor et al. (2024): Text to Find New Occupations and Link to Tech

> Empirical questions: What new occupations emerged? What technologies generated
them?

> To find new occupations: compare some granular census indexes of occupations (CAIl)
in 1940 vs 1930, 1950 vs 1940, ....

> To attach occupation with the exposures with different technologies:

o Automation tech: patent data similarity with DOT data
o Augmenting tech: patent data similarity with CAl data
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Find New Occupations with Rules, Fuzzy M, and Manual Inspection
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Google Ngram Viewer

FIGURE A.I
Median Relative Usage Frequency in Published English Language Books of New Occupational
Titles added to the Census Alphabetical Index of Occupations by Decade, 1940 — 2018
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This figure is calculated using Google Ngram Viewer (Michel et al., 2011). It reports the median frequency
of each decade’s cohort of new titles relative to the median frequency of the decade’s cohort of existing titles
in digitized English language books published in the United States in every year between 1900 and 2018. 53/63



Generate Occupation-level Tech Exposure

[4]

Strip punctuation,
remove stop words,
retain nouns and verbs,
lemmatization

=%
=

Cleaned CAI
corpus

b3
—

Cleaned patent
corpus

d §><>

AA -

Cleaned DOT
corpus

2]

Extract vectors of word
mbeddings
(Pennington et al. 2014)

CAl word vector:

Patent word vectors

DOT word vectors

B

Generate TF-IDF
weighted average

-~ H -

CAl document
vectors

- |

Patent document
vectors

*E*

DOT document
vectors

/
N\

[+]

Calculate cosine
similarity

Patents

Normalized similarity
score matrix

Patents

Normalized similarity
score matrix

<]

Retain 15% most similar
and weight by cohort-
normalized citation count

- 2

Summed matches for
occ/ind x patent pairs

Webb (2019)
Kogan et al. (2021)

2
Summed matches for
occ x patent pairs

No explicit explanations on why it works; My guess: DOT is about tasks while CAl titles is about the user

Is it better to use a Generative Al or embeddings or any more explicit ways?

54/ 63



Estimation
InE [Newtitlesj,t] = p1 AUng,t +B2 Auth,t +B3 jt=10

E
2 Ejt-10

TABLE II

+ (St (+6],t)

OcCUPATIONAL NEW TITLE EMERGENCE AND AUGMENTATION
VERSUS AUTOMATION EXPOSURE, 1940-2018

Dependent Variable: Occupational New Title Count

) @) 3 (@) (5)
A. 1940-2018
Augmentation Exposure 17.81%%* 21.46%** 16.85%** 21.02%**
(3.52) (3.74) (3.96) (3.54)
Automation Exposure 12.75%* 1.89 2.35
(3.93) (4.52) (4.07)
B. 1940-1980
Augmentation Exposure 23.46%** 27.23%%* 19.48%** 26.11%**
(5.09) (4.80) (5.79) (4.45)
Automation Exposure 19.56%** 8.15+ 9.07+
(4.21) (4.85) (4.87)
C. 1980-2018
Augmentation Exposure 8.14* 12.35%%* 14.87*%* 13.86***
(4.08) (2.31) (3.72) (2.08)
Automation Exposure —-1.21 —12.99% —5.43
(5.07) (5.37) (6.19)
Occ Emp Shares X X X X X
Time FE X X X
Broad Occ x Time FE X X
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A Detour: Kelly et al. (2021)

> Empirical question: How to measure the novelty and impact of technological
innovations in the history using patent text only?

v

We can calculate the cosine similarity between any two patents: p; ; = V;; - V;;

v

A measure of "backward similarity": BS} = Dies;, Pj.i

o B; . denotes the set of "prior" patents filed in the 7 years prior to j's filing

v

A measure of "forward similarity": FS]T = Ziefm Pj,i

o ¥j. denotes the set of "post" patents filed over the next 7 years following j’s filing

FS?
A measure of patent importance: q]T = 3%
]

v

v

Define a "breakthrough" patent if top 10% of the estimated q]?
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Breakthrough Innovations Varied in Timing Across Industry

Furniture, textiles, apparel
Transportation equipment
Machinery manufacturing
Metal manufacturing
Wood, paper, printing
Construction
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Mineral processing
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Mining, extraction
Electrical equipment
Chenmical manufacturing
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Medical equipment
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Computers,

1890 1940

FIGURE 5. BREAKTHROUGH INNOVATION ACROSS INDUSTRIES
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IV Estimation

Use exposures to breakthroughs 20-years prior as Vs

TABLE III

FIRST STAGE ESTIMATES FOR NEW TITLES REGRESSIONS, 1940-2018

Dependent Variable: Log Patent Count

(1) 2 ®3)
Aug Aut Aug Aut
A. 1940-2018
Augmentation IV 2.26%** 2.20%%* 0.23
(0.41) (0.43) (0.32)
Automation IV 2.40%+* 0.67 2.37%%*
(0.32) (0.65) (0.36)
F-stat 30.88 56.59 27.50 28.96
Sanderson-Windmeijer F-stat 30.88 56.59 49.47 35.39
B. 1940-1980
Augmentation IV 117+ 1.70%* —0.01
(0.62) (0.54) (0.33)
Automation IV 3.45%k* 2.19+ 3.58%%*
(0.66) (1.16) (0.75)
F-stat 3.63 27.21 8.20 11.46
Sanderson-Windmeijer F-stat 3.63 27.21 8.94 9.29
C. 1980-2018
Augmentation TV 2.82%%% 2.94%% 0.78%*
(0.35) (0.48) (0.30)
Automation IV 1.66%** —0.82 1.35%**
(0.20) (0.73) (0.23)
F-stat 65.73 68.15 40.91 29.68
Sanderson-Windmeijer F-stat 65.73 68.15 62.03 30.37
Occ Emp Shares X
Time FE X

TABLE IV

2SLS ESTIMATES FOR NEW TITLES REGRESSIONS, 1940-2018

Dependent Variable: Log Occupational New Title Count

O] @) ®3) (4 (5)
A. 1940-2018
Augmentation Exposure  24.42%% 21.30%% 29.54%5% 19.52%*
(7.46) (5.81) (8.58) (6.66)
Automation Exposure ~3.01 ~14.56 421
(11.82) (11.29) (9.71)
F-stat (Aug) 30.88 60.16 27.50 37.16
F-stat (Aut) 56.59 28.96 52.05
B. 1940-1980
Augmentation Exposure  64.64* 30.17%*% 56.79%* 24.82%
(29.15) (8.79) (19.88) (11.78)
Automation Exposure 9.80 -17.29 15.75
(15.16) (17.23) (17.74)
F-stat (Aug) 3.63 11.04 8.20 8.72
F-stat (Aut) 27.21 11.46 13.79
C. 1980-2018
Augmentation Exposure  7.80+ 1050+ 21.08%* 15.36%
(4.67) (6.31) (7.11) (5.93)
Automation Exposure —22.70 —26.73+  —13.43
(14.99) (13.60) (9.80)
F-stat (Aug) 65.73 52.32 40.91 37.44
F-stat (Aut) 68.15 29.68 35.90
Occ Emp Shares X X X X X
Time FE X X X
X

Broad Occ x Time FE
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Horton (2023): LLMs as Economics Agent for Survey/Experiment

> Empirical question: how would employer pick workers when the MW increased?

> The prompt sent to GPT3: (last part to avoid Al's lexical preferences with work experience first)

You are hiring for the role of “Dishwasher.” The typical hourly rate is $12/hour.

You have 2 candidates.

Person 1: Has 1 year(s) of experience in this role. Requests $17/hour. Person 2:
Has 0 year(s) of experience in this role. Requests $13/hour.

‘Who would you hire? You have to pick one.

Person 2. Although they have no exzperience in this role, their request for $13/hour

is closer to the typical rate of $12/hour.

> Vary scenarios in Person 1's ask wage ($13-19) and if new MW ($15) to generate

samples

Table 1: Effects of minimum wage on observed wage and hired worker attributes

Dependent variable:

w exper
Hired worker wage  Hired worker experience
1) 2
$15/hour Minimum wage imposed 1.833" 0.167**
(0.076) (0.045)
Constant 13.333** 0.667***
(0.054) (0.032)
Observations 360 360
R? 0.621 0.037

Notes: This reports the results of imposing a minimum wage on the (1) hired worker wage and (b) hired
worker experience.
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Tranchero et al. (2024): LLM Experiment for Testing Theory (use cdsl pke)

Figure 1: Stylized GABE Engine

Vary group size, choices, units, rules, xperiment Engine (Instead of Lab Experiment)

instructions, agent preferences

Initialize Prompt Agents Collect data on
Environment & by communicating | ] agent actions and
Communicate state & potential state of the

Instructions Actions environment

"~~~

Elicit reasoning by direct prompting — new meachnism

I T 1t I I

Actions Actions Actions Actions Actions
Fine-Tuned Fine-Tuned Fine-Tuned Fine-Tuned Fine-Tuned Ag e nt
Attributes Attributes Attributes Attributes Attributes B an k
Foundation Foundation Foundation Foundation Foundation
Model Model Model Model Model

Note: This figure presents a stylized depiction of the central deterministic engine that powers an interactive experi-
ment usine GABE. The encine spawns the Al acents (each consistine of an action space. fine-tuned nersonalitv. and 60/63


https://docs.expectedparrot.com/en/latest/notebooks/evaluating_job_posts.html
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Why to Use Text-as-Data

> We use text-as-data to study research question of interest otherwise we can't
o i.e. w/o good structured data to answer

> Tradeoff: novel insights vs. native drawbacks or skepticism

o Topics already with good data and a strong empirical tradition will lean towards latter
(I feel most pushback on my own work due to this)
o The novel insights need to be low-dimensional and interpretable

> E.g. think job ads data has been used in labor economics:
o capture skills/tasks/technologies/amenities/discrimination not in census/survey data

o often need to justify sample bias, measure errors, strategic behaviors, ...
o often as one measure and combined with other census/administrative data

> | guess that’s why we see more flourish in politics, media, ... ?
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Research with Text-as-Data

> In most cases, we are selling our story but not the techniques
o A more accurate algorithm to an old question itself does not ensure an economics paper

> Significantly more time to accumulate domain knowledge than to learn NLP tools

o Often the key to tell a good story

o Al has made the cost related to learning coding minimal

o So, if you find some fancy data but don’t have the domain knowledge, better not do it or
find someone knows it well

> Free of entry in dataxmethod combinations

o Do it fast and submit it fast
o Borrow the ideas from applications in other fields (e.g. finance, management, ...)
o Utilizing most advanced techniques is still rare, not sure frictions or equilibrium
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Ways of Using NLP Tools

> Simply use it
o try both the classic and recent ones
o see which works
o a technical tip: often can find highly accelerated pkg for a well-known algorithm

> Select the most suitable methods based on understanding of algorithm and context

o even though, degree of freedoms in choosing approaches can be high
o it's often an empirical question
o convince people it works with simple facts is better than using sophisticated methods

> Incorporate the mechanism into economics model

o e.g. Gentzkow et al. (2019) style
o LLMis a new type of probabilistic, generative model w/o explicit rules on DGP
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Human-rule-based Representation

> |dea: represent word as a collection of features and relationships to linguistic
categories (grammatical, derivational, semantic) and other words

> E.g.
0 (plural noun)
0 (3rd singular verb)
Vtea = | 1 (hyponym-of-beverage) (3)
1 (synonym-of-chai)

> Failures compared to data-driven approaches:

o updating is costly and they are always incomplete
o extremely high dimension (much larger than |V|) and sparse
o human ideas of what the right representations tend to underperform
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Bag-of-words

it 6

| 5

| love this movie! It's sweet, the 4
but with satirical humor. The to 3
dialogue is great and the and 3
adventure scenes are fun... seen 2
It manages to be whimsical yet 1
and romantic while laughing would 1
at the conventions of the whimsical 1
fairy tale genre. | would - times 1
recommend it to just about e swggt 1
anyone. I've seen it several the 292N it mewould satircal 1
times, and I'm always happy to scenes | o maneg adventure 1
to see it again whenever | fun the oo genre 1
have a friend who hasn't I and ut and fairy 1
seen it yet! whenever B while hurmor 1
conventions have 1

with great 1

(Source: Force of LSTM and GRU)
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https://koushik1102.medium.com/nlp-bag-of-words-and-tf-idf-explained-fd1f49dce7c4
https://web.archive.org/web/20210106142227/https://dudeperf3ct.github.io/lstm/gru/nlp/2019/01/28/Force-of-LSTM-and-GRU/

TF-IDF
> Term frequency (TF): TF,,, = Ziokenwindocumentd (¢-o 0 ancy)

— # tokens in document d

v

Inverse document frequency (IDF): IDF,, = log (

# documents in corpus
# documents that include term w

v

TF — IDF4 = TFyy X IDFy

v

"Backward-IDF" in Kelly et al. (2021) (p for patent instead of d):

_ # patents prior to p
BIDFWP - log ( 1+# documents prior to p that include term w

o ldea: e.g. Nikola Tesla’s famous 1888 patent introduce the phrase "alternating current,"
which was used in all following work; Standard IDF would sharply deemphasize this term

> TFBIDF, ;¢ = TFy,; X BIDFy;, t=min(i,j)and likewise for patent j
o ldea: e.g. for a 1990 GM patent of an "alternating current ignition system" (i), and to
compare with the Tesla 1888 patent (j), BIDF,, 11990 Will deemphasize this term for i

TFBIDFy;
||[TFBIDE ||

v

Calculate the cosine similarity: p; ; = Vi - V;;, where Vi ; =
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https://medium.com/analytics-vidhya/demonstrating-calculation-of-tf-idf-from-sklearn-4f9526e7e78b

Stochastic Gradient Descent

>

From the CBOW model, we have the global loss as

minimize | = Yp,  p,, Dieg —10g P (W; | Wiy, ..., Wi—1, Wiy1, ..., Witm)

.....

Compute the gradients with respect to the unknown parameters and at each iteration
update them via gradient descent: U+ = U®) — qVyJ (U(t),W(t))

Computing J(U, W) is however expensive as it walks over the entire dataset

Instead perform stochastic gradient descent: for each step, approximating J(U, W)
using a few sampling documents d4, ..., d; ~ D and computing

.....

Further simplification of the calculation of each P involves a technique called negative
sampling to avoid walking over the entire vocabulary in the denominator
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https://en.wikipedia.org/wiki/Gradient_descent

Word2vec: Skip-gram

> For the context: ¢; = {wi—m, ..., Wi—1, Wi+1, ..., Witm }, Where w; is center word
> The aim is again to find two mappings U € R#*IVl and W € RIVIXH

> u; = Uw; € R"; z = Wu; e RIVI; 7 = softmax(z) € RV

d
]l( ) = _IOgP (wi—MI e /wi—llwi+1/ e /wi+m | wl)
2m 2m  exp (viT_m+jui)
. = —log n w, m+j |w1 = —log l_[ .
> Loss function: j=0,j#m j=0,j#m Zk 1 €xp (v U; )
2m V]|
= - ol u; +2mlo exp (vl u;
= i—m+jHi &) P\ Uy Ui
j=0,j#m k=1

o v; is the corresponding row of token i in W
o 2nd line invokes a Naive Bayes assumption to break out the probabilities
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GloVe
> LSA is count-based and relies on matrix factorization of global co-occurrence statistics
o capture word similarities but do poorly on word analogy

> Word2vex is window-based and makes local predictions in local context windows
o capture complex linguistic patterns but fail to use global co-occurrence statistics

> GloVe is a mix of these two:
o Recall in skip-gram the global cross-entropy loss is | = — Y. corpus 2uje context (1) 108 ij»
which is same as | = — lell Z}Vl Xijlog yij, where Xj; is from co-occurrence matrix

o Instead of using the softmax for #j, GloVe uses a weighted least square objective

] ZIV' ZIV' f( ) (U Ui — IOgXU)
o This way also avoids the expensive summation required for the denominator of softmax
o It was argued to outperform on word analogy and word similarity tasks but see the
debates here and here

> |t turns out that all these methods de facto factorize some word-context matrices
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https://nlp.stanford.edu/projects/glove/
https://www.facebook.com/tomas.mikolov/posts/pfbid0avhBpB2WULd3KNtAieyiDCFpP9MQggxW1xSh6RXZDjWF6sGzgpYa638KMAyF75JSl
https://x.com/RichardSocher/status/1736161332259614989
https://proceedings.neurips.cc/paper_files/paper/2014/file/b78666971ceae55a8e87efb7cbfd9ad4-Paper.pdf

Intrinsic Evaluation for Tuning Hyperparameters

Model Dimension Size ‘ Semantics Syntax Total
ivLBL 100 15B | 55.9 50.1 53.2
HPCA 100 1.6B | 4.2 16.4 10.8
GIoVE 100 1.6B | 67.5 54.3 60.3
SG 300 1B | 61 61 61

CBOW 300 1.6B | 16.1 52.6 36.1
vLBL 300 1.5B | 54.2 64.8 60.0
ivLBL 300 15B | 65.2 63.0 64.0
GloVe 300 1.6B | 80.8 61.5 70.3
SVD 300 6B | 6.3 8.1 7.3

SVD-S 300 6B | 36.7 46.6 42.1
SVD-L 300 6B | 56.6 63.0 60.1
CBOW 300 6B | 63.6 67.4 65.7
SG 300 6B | 73.0 66.0 69.1
GloVe 300 6B | 774 67.0 717
CBOW 1000 6B | 57.3 68.9 63.7
SG 1000 6B | 66.1 65.1 65.6
SVD-L 300 42B | 384 58.2 492
GloVe 300 42B | 81.9 69.3 75.0

Table 5: Here we compare the perfor-
mance of different models under the
use of different hyperparameters and
datasets

(Performance depends on model, corpus size, and vector dimension)
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Intrinsic Evaluation for Tuning Hyperparameters
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30 === Syntactic 5 = Syntactic 454 == Syntactic
==O=== Overall == Overall ==O=— Overall
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Vector Dimension Window Size Window Size

(a) Symmetric context

(b) Symmetric context

(c) Asymmetric context

Figure 4: We see how accuracies vary
with vector dimension and context

window size for GloVe
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Embedding Vectors in Reduced Dimension: Document Similarity
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Activation Functions

> Sigmoid: o(z) =

1
1+exp(—z) 1+exp(-z) —

> Tanh: tanh(z) = % = 20(2z) — 1, where tanh(z) € (1, 1) and

tanh’(z) = 1 — tanh?(z)

1 -
> Relu: rect(z) = max(z, 0) , where rect/(z) = { z>0 and

0 : otherwise
1 :z>0
rect’(z) = { z

0 : otherwise

> Leaky RelLU: leaky (z) = max(z, k - z), where 0 < k < 1 and

1 :2z>0
leaky’(z) =
vz k : otherwise

where 6(z) € (0,1) and ¢’(z) = =222 = 5(2)(1 - 0(2))
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Obijective Function for NN

> Maximum margin is a popular optimization objective (error metric) for NNs:
minimize ] = max (s, — s, 0)
o s is the score for "true" labeled data and s, is the score for "false" labeled data
o it only cares the the "true" data point have a higher score than the "false" data point and
that the rest does not matter (not like a softmax)

> It is often modified to have a margin of safety: minimize ] = max (A +s. — s, 0)

o A > 0 to avoid the optimization objective being too risky
o A can be normalized to 1

> It is popular because we have: % = —(%] =—-1lwhen] >0

o convenient for calculating loss gradients

> Again, it is common to add an regularization penalty to address overfitting:
JR=T+A%i, ”W(Z)HP
o ||W(i)||F is the Frobenius norm (L) of the i-th weight matrix in the network
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Dropout
> Dropout can effectively act as another form of regularization:
o during training, randomly "drop" with some probability (1 — p) a subset of neurons during
each forward/backward pass
o during testing, use the full network to compute our predictions

> The result is that the network typically learns more meaningful information
o Intuitive reason: essentially it's training exponentially many smaller networks at once and
averaging over their predictions

() Standard Neural Net

Dropout applied to an artificial neural
network. Image credits to Srivastava et
al.
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Learning Strategy

> The rate of model parameter updates during training can be controlled using the
learning rate: i.e. a in Gradient Descent formulation: 9"V = g4 — qV],(0)

> If a is too large:

o overshoot the convex minima
o diverging loss functions

> If a is too low:

o not converge in a reasonable amount of time
o caught in local minima

> Efficient strategies to tune a:

scaling by the inverse square root of the fan-in of the neuron

annealing: after several iterations, « is reduced in some way

Momentum methods: use the "velocity” of updates as a more effective update scheme
AdaGrad: parameters with a scarce history of updates are updated faster

O O O O
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Deep Bidirectional RNNs

Ef:f(ny+VﬁF1+5) y . e . .

— — —— — ; : :
ht = f (Wxt +Vh t+1 + b ) [_ [:.___ /":__ [‘
. - AP oo Yo7 YeTe e e
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B H B B \ \ \: ‘.\. :
P Y P e T T T
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Figure 9: A deep bi-directional RNN

Figure 8: A bi-directional RNN model with three RNN layers.
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RNN Translation Model

Decoder

he = (hi-1) = f (w”"l)h,,l)
Yt = softmax (W(S)h,s)

Awesome

(e00e]| [0cee]| [eoee)

hi = ¢ (he-1, xt) = £ (W Ry + me)Xt? X X Xr
Figure 10: A RNN-based translation

Encoder
model. The first three RNN hidden
layers belong to the source language ) )
model encoder, and the last two belong Figure 11: Language model with
to the destination language model three inputs to each decoder neuron:
decoder. (hi-1,€,41-1)
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Training Process of ChatGPT Post-Training

Low quality data High quality data 3 RLHF E
Text Demonstration | Comparison Prompts
e.g. Internet data data ' data P :
. . 1 Trained to give Optimized to generate E
. Otptlmlzfdt'for F'HEt;mfd for I a scalar score for responses that maximize i
ext completion ialogue ! (prompt, response) scores by reward model :
Language Supervised Classification Reinforcement
modeling finetuning : Learning !
Pretrained LLM SFT model : Reward model Final model
\ ; |
Scale >1 trillion 10K - 100K 100K - 1M comparisons 10K - 100K
May ‘23 tokens (prompt, response) (prompt, winning_response, losing_response) prompts
Examples  GPT-x, Gopher, Falcon, Dolly-v2, Falcon-Instruct InstructGPT, ChatGPT,
Bolded: open  LLaMa, Pythia, Bloom, Claude, StableVicuna
sourced StableLM

(source: RLHF: Reinforcement Learning from Human Feedback) 79/ 63


https://huyenchip.com/2023/05/02/rlhf.html

Model Selection

% Spaces = mich leaderboard © ©like 579k e Running on CPU UPGRADE s App = Files > Community @ )
Select Benchmark < Embedding Leaderboard

m This leaderboard compares 108+ text and image embedding models across 1080+ languages. We refer to the publication of each selectable benchmark for details on
metrics, languages, tasks, and task types. Anyone is welcome to add a model, add benchmarks, help us improve zero-shot annotations or propose other changes to

the leaderboard.

MTEB(Multilingual, v2)

Image «
Domain-Specific < A large-scale multilingual expansion of MTEB, driven Performance per Model Size  Performance per Task Type (Radar Chart)
mainly by highly-curated community contributions
covering 256+ languages.
Language-specific « ETaor
> Number of languages: 1038 < Max Tokens
° 8 o N " 100K
Miscellaneous < Number of tasks: 131 70 multilingual-eS-large-instru@ritLM-78

Number of task types: 9

> Number of domains: 20 60 ea
Click for More Info - 50 é
2 * * 10K
w all-MiniLM-L6-v2
Cite this benchmark: « E, 40 . s &
A : ®
Share this benchmark: « = 30 °
1K
20
10 Embedding Size
0 100

1M 2 5 10M 2 S 100M 2 S 1B 2 5 10B 2 5 1008
Number of Parameters

We only display models that have been run on all tasks in the benchmark
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Lise and Postel-Vinay (2020): Interpretable PCA

> Say a set of P different skill measures observed for N occupations

> PCA decomposes the matrix M € RN*P as M = FL

F € RN* is the orthonormal matrix of principal eigenvectors of MM ™

L € RP*P s a matrix of factor loadings

(F=U,L=XVTinSVDM=UXVT)

If use first 3 principal components only, decompose as M = F3L3 + U

F3;L; € RV*P s the reconstructed raw data based on 3 PCs that capture most variances
but not interpretable

O O O O o

> The decomposition can rewritten as M = (F3Ls3 3) (Lglng) +U

o F3Lg 3 is the loaded principal components based on first three columns of M

o E.g. set 1st vector to mathematics score to only reflect cognitive skill; set 2nd vector to
social perceptiveness score to only reflect interpersonal skill; ...

o Exclusion restrictions is achieved as the new loading Li*" = L§,13L3 has its Lge:,‘)” to be the
identity matrix

o Advantage: no need to decide which measure in P belongs to which board category
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Zhu (2023): Variance Decomposition with PLS Variables

Var(Z,)
1.0 =m f 0.2%
1.7%
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11.5%
Var(Zs)
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0.8r Var(6;)
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S 1 2Cov(Zg, Zm)
2805 = 0.5%
Var(Xext) -1
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¢ _
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Zhu (2023): Variance Decomposition with Artificial Occupations

Share of Posted Wage Variance
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Zhu (2023): Replicate DK2018 with Full Features

(4)

Cognitive .047

(.001)
Social .045

(.001)
Both required -.026

(.001)
S, Em N v v v
He v v Vv v
Education FE N v N v v v v v
Experience FE Vv v Vv v Vv v Vv v
Occupation FE v v v v v v N v
Year FE v v v v N v v v
Adj. R? .58 .58 .60 604 .63 .63 .64 .64
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Hampole et al. (2025): Al Exposure at Firm-Task Level

Figure 1: Illustration of process for identifying AI applications from resumes and exposed occupation tasks

Example resume job description of a worker employed at JP Morgan:
Technology delivery lead for risk and fraud forecasting models in auto, card, and home lending businesses.
AI/ML model delivery in public cloud, private cloud and on prem. managing credit risk deployment
services platform with conti delivery, de and deployment of quantitative risk models
that serve regulatory and credit risk assessments.

Step 1: Identify Al-related terms (if any)

“Technology delivery lead for risk and fraud forecasting models in auto, card, and home lending businesses. AI/ML model
delivery in public cloud, private cloud and on prem. managing credit risk deployment services platform with continuous delivery,
and of itative risk models that serve regulatory and credit risk assessments.”

Step 2: Use large models to extract the phrases likely to contain specific Al

“Technology delivery lead for risk and fraud forecasting models in auto, card, and home lending businesses.
AI/ML model delivery in public cloud, private cloud and on prem. Managing credit risk deployment services platform with

delivery, and dep! of ive risk models that serve regulatory and credit risk
assessments.”

Step 3: Use large language models to clean the extracted Al applications

Extracted phrase: “Technology delivery lead for risk and fraud forecasting models in auto, card, and home lending
businesses.”
Cleaned Al application: “Forecast risk and fraud in various lending businesses, including auto, card, and
home lending”

E d phrase: “D and depl of itative risk models that serve regulatory and credit risk assessments”
Cleaned AT application: “Assess credit risk and provide y i across di lines of
business."

Step 4: Use GTE ings to textual similarity to identify highly exposed tasks

Al application: “Forecast risk and fraud in various lending businesses, including auto, card, and home lending."

Most exposed O*NET occupation task by cosine similarity: “Prepare reports that include the degree of risk
involved in extending credit or lending money” (Credit Analysts, SOC code = 132041)

Al icati “Devel and of itative risk models that serve regulatory and credit risk assessments."

Most exposed O*NET occupation task by cosine similarity: “Analyze credit data and financial statements to
determine the degree of risk involved in extending credit or lending money.” (Credit Analysts, SOC code =
132041)

Note: This figure shows an example of our process for identifying AI applications from online resumes and linking
with exposed job tasks. See section 2 in the main text and appendix A.2 for further details. 85 / 63



Hansen et al. (2023): Classify Job Ads for WFH (website)

Method

Our Large Language Model (LLM) is built using the DistiiBERT model.

This LLM is pre-trained on the entire English-language Wikipedia corpus, which helps the
kinterpret the i

of agiven

or passage.

We further pre-train this model on roughly one million text sequences drawn from our
corpus of online vacancy postings. This ensures the language model is familiar with the
language of job ad text.

Finally, we use 30,000 human-coded text extracts from job ads. Our human auditors were
asked to flag text which indicates an offer of remote work. We then use this to train the
model to identify jobs which offer remote work.

We also use the human-coded extracts to evaluate the predictive performance of the model.

We find that the final model has 99% accuracy relative to human beings.

For further information about our method, including a comparison of its performance

relative to other text-algorithm: ding recent Al models), see our paper:

“Remote Work across Jobs, Companies, and Space” (2023).
Researchers and other non-commercial users can contact us to gain access to the
underlying code and information used to construct the WHAM model.

Figure 1: Share of job postings offering remote or
hybrid work
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https://wfhmap.com/

Use ML to Find Novel and Interpretable Hypothesis
> Ludwig and Mullainathan (2024): "Machine Learning as a Tool for Hypothesis
Generation"
o Researchers do exploratory "data" analysis to generate hypotheses
o ML algorithms help to automatically detect patterns, esp. ones that are never considered
o A key challenge: generate human-interpretable hypotheses that are novel & testable

> Their application: Find novel features that explain judge’s jailing decision
1. A DL model finds a striking fact: defendant’s face has large explanatory power
2. Control for all known features to ensure the finding is truely novel
3. Generate synthetic images that vary in new features; Train independent study subjects in
an experimental design; Ask the subjects to name the features ("well-groomed", "heavyfaced")

> Some thoughts: (many are recognized in the paper)

Including facial images as input data is itself a researcher-driven hypothesis

ML/DL works well as the DGP in real world is high dimensional and non-linear

In essence, it's about utilizing new unstructured data and (human-)interpreting ML results
The interpretation steps are not that different from those in BERTopic

New notions are often distilled by experts but not by people w/o domain knowledge

If new features can be named well, why would they be novel to practitioners?

O O O O o o
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Interpret Features of Generative LLMS (but more dark matter)

B RVEEEEEED) Golden Gate Bridge feature example

The feature activates strongly on English
descriptions and associated concepts

in the Presidio at the end (that's( the«
huge park right next to@hé Golden(Gate
(bridge), perfect. But not all people

repainted, roughly, every dozen years."
"while across the country in san fran

cisco, the golden@gat® bridge was

it is a suspension bridge and has similar
coloring, it is often«> compared to the

Golden@Gat® Bridge in San Francisco, US

They also activate in multiple other languages
on the same concepts

J-UFY - F=k-7UvyD. EFIBROT7
AUHBEBREOY Y 75V YRIBEXTHED
EHETRI- L@/ ERE

SEAOE RIEE(F22 =003 ZEHoF
AolE sl fIxl eHE@ <+ n ol OB E 0l

=
=
& DePaZUoE Mmata|

i

MOCT 30/10Thl€ BOPO Ta — BUCAYMK MOCT
Yyepes NPonuB 30N10Thbie BOpOTa. OH CO

)eAMHAET ropoa caH-¢paH

And on relevant images as well
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https://transformer-circuits.pub/2024/scaling-monosemanticity/
https://www.youtube.com/watch?v=UGO_Ehywuxc

Open the Blackbox of Generative LLMs

Original Transformer Model

The underlying model that we study is a
transformer-based large language model.

MLP  Attention

Layer 3 - -

Layer 2 — —

Layer 1 P P

Replacement Model

We replace the neurons of the original model with features. There are typically more features
than neurons. Features are sparsely active and often represent interpretable concepts.

output

()—neuron

output Feature

Annapolis« Massachusetts@ Boston= Michigan@
Little Rocke Californiaf Sacramento= Color
(O————{pelaware@ Dover« Florida@r Tallahassee= Ge
e@r Concord« New Jersey@r Trenton= New Mex
;an.r Lans ing« Minnesota. Saint Paule Missi:

Inesseed Nashvillew Texas@) Austine Utahf Sal

ia Richmond« Washington@r Olympia= West Vil

To understand what a feature represents,
We use a feature visualization, which shows
dataset examples for which the feature is
most strongly active. In this example, the
feature fires strongly when the model is

Token1 Token2 Token3 Token1

Figure 1: The replacement model is obtained by replacing the original model’'s neurons with the

Token2

Token3 about to say a state capital.

features.
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https://transformer-circuits.pub/2025/attribution-graphs/biology.html

Open the Blackbox of Generative LLMs

Group Related Nodes Into “Supernodes”

We group together features with related meanings that appear to play similar roles in the graph.

“Texas" feature #1

loved the "everything's— Texas" joke implicit inthe«"te
lecame a state in 1845. Texas| is(@)big state with(a@Bi§ history. T
nd a rodeo: Texas is known for- cowboys and cowgirls, and atte
plways loved the "everything's— Texas" joke implicit inthg
Assistant: Here's a narrativ a trip to Texas:<sA Journey T

“Texas"” feature #2

cy Hon.<Pat M. Neff, governo the state of« Texas, that he ca
feo firsthand.«==3. Explore th Bend National Park: The Big Be
urt of civil appeals for the((Fourthy supreme Judicial diatrlct to
SHANKLIN, Appellant,«v.«The((STATE) of Texas.<No. PD. 0026-06.«

heck. The Texas A&M University(AgjflLife Extension Service describe

Figure 3: Grouping related graph nodes into supernodes produces a simpler graph.

Austin

Say “Austin”
features |
i

Say a capital
features ¢ B

Texas
features

Capital
feature

I
Nemeo

Texas capital ?

Supernodes

Throughout the paper, we
represent supernodes as
stacked boxes

Say “Austin'

Hover over nodes for @
detailed feature
visualizations. Select a
feature to view in the

top bar after hovering
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Is the "dimension reduction"” in Economics necessarily?

>

Think about LDA vs. Transformers
Both are probabilistic, generative models

LDA models the DGP explicitly; Transformers approximate the data distribution
flexibly

LDA replies on interpretable but simple, arbitrary assumptions on DGP; Transformers
don’t

Classical DGP: A generative story humans invent to explain phenomena
Neural DGP: A compressed statistical representation of observed data

"All models are wrong, some are useful"
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